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ABSTRACT

In this paper, we present a real-time method foregating 3D

biped character motions that are dynamic and resperbut

also believably life-like and natural. Our modsks a physics-
based controller to generate intelligent foot phaeet and
upper-body postural information, that we combinéghwandom
human-like movements and an inverse kinematic sotee
generate realistic character animations. The kigaiis

modulating procedurally random rhythmic motions rskegsly

in with a physics-based model to produce less rbketstatic

looking characters and more life-like dynamic on&&oreover,

our method is straightforward, computationally faahd

produces remarkably expressive motions that aresipaly

accurate while being interactive.

Categories and Subject Descriptors

1.3.7 [Three-Dimensional Graphics and Realism]: Animation;
Virtual Reality. 1.6.8 Types of Simulation]: Animation;
Gaming; Visual. 1.3.5Computational Geometry and Object
Modelling]: Physically based modelling. K.8.Games];

General Terms
Algorithms, Design, Experimentation, Human Factors

Keywords
Natural, responsive, 3D, character, balancing, ipbysased,
games, non-repetitive, real-time, procedural arionat

1. INTRODUCTION

This paper presents a procedural physics-based othefibr
generating biped character animatiomishout key-frameghat
are life-like, responsive, and non-repetitive. tharmore, we
accomplish this in a straightforward and practizal that can
be used by time critical systems such as gameowuithsing a
vast library of motion-capture data.

The task of generating life-like character motionsing
procedural physics-based techniques is complex
challenging. While some techniques use purely guocal
methods to produce exceptionally life-like motiottey can be
inflexible or be computationally expensive and fenoable to
run at real-time frame-rates. Alternatively, somethods use
physics-based models to generate characters thathgsically
accurate and responsive, but feel robot-like afieddiss. On the
other hand, hybrid physics-based methods have cmdbi
controller techniques with motion-capture data tdve this
problem but require custom animation librafies3].

and

Furthermore, the current majority of animated cbemis use
canned key-framed animation clips (including moti@pture
libraries). These clips are blended and loopedettogy to
generate motions because they give the maximum mmafu

control while being straightforward to implementiowever,
while these motions can embed realistic charatiesisand
appear life-like, they produce repetitive, inflelepand non-
dynamic movement. In addition, motion-capturedifis can be
costly to create and consume large amounts of memor
Additionally, these motion-capture clips are depmrtdupon a
particular scene and character. Neverthelessdtigs not mean
they are useless. There has been research intwodsefor
modifying these motion-capture libraries to redtive cost of
having to re-create them for each new scen§t-7].
Alternatively, other research has used various onotiapture
libraries as a method for training existing phydiesed systems

(8]

Conversely, our method tries to avoid any un-nexgssiotion-
capture libraries. Instead, we generate motiogyus physics-
based controller and combine them with coherentdaan
actions. This means we get a physically correctiehdhat
responds to force disturbances while exhibiting -repetitive
human-like emotions.

For example, the small unpredictable actions thatexhibited
by a person such as swaying, twitching, and lookiraund are
crucial for portraying life. A person’s motions rtain key
similarities, but they also contain a certain antousf

unpredictable randomness. This randomness is mbkes the
movement more human-like and less robot-like. Whuwmans
have a keen eye for identifying when this randofe-like

movement is missing. Hence, we present and didoosswe
added coherent random motions to a physically ateunodel,
to produce more believable synthetic characters.

Human-Like Motions

Perlin Noise
(Random Movements,
Swaying, Twitching)

Controller
(Balancing, Walking)

Figure 1. Generating motions using a controller, that may
look robot-like, and combining them with human-like
random disturbances to produce motions that are more
human.

At the heart of our model is an uncomplicated ptsriased
character controller. The controller gives smeetfand postural
information. This information in parallel with rdam coherent



human-like motions is applied to an inverse kinémablver.
Additionally, a small amount of feedback is addetwzen the
inverse kinematic model and the physics-based nodebuple
them.

Figure 1 shows a simplified illustration of what this paper
presents. A character controller generates phiysieacurate
motions, which can be responsive but lack humaibates. We
add life-like random gestures to the controlleptoduce more
human-like motions. The result is a responsiveoranous
character that contains humanistic characteristics.

The controller can perform simple actions such akrzing,
responding to disturbances (e.g., taking a cowecttep to
remain balanced when pushed), walking, and running.

Essential model elements:

*  Physics-based model

* Injection of random coherent motions for life-like

» Key-frameless automatic motions (balancing,
walking, running)

« Intelligent feet placement (no-slipping)

1.1 Motivation

The motivation for this research is aimed at mowmagy from
key-framed repetitive biped animations towards more
procedural, scalable, dynamic, and interactivetsmia for more
life-like characters.

1.2 Contribution

The contribution of this paper is to generate maegural
autonomous character motions ‘without key-frameasirpecting
random life-like movement that emulates real-warskdtches,
swaying, and other human movement into a physissda
controller model with feedback that can balance @spond to
disturbances to produce believable human like chers

1.3 Roadmap

The roadmap for the rest of the paper is as folloBgction2
gives a broad overview of the related research;ti@ed
describes the individual components of our systaheir
combination, and their design. Sectigh2 discusses the
implementation details. Secticdh3 presents our initial results.
Section 3.4 outlines limitations of our system. We conclude
with Section 4 and Sectiob that discusses further work and
conclusions.

2. RELATED WORK

The field of character animation is vast and digers
Furthermore, generating more life-like dynamic bipharacters
is a hot topic of investigation across numerougaesh fields
(i.e., graphics, robotics, and biomechanics.)

Some of the research has focused on generatingnasp
motions from physics-based models similar to the aeed in
this paper. Alternative methods have used dataedri
approaches, whereby, pre-canned animated clipscébrthe
final motion for the desired circumstance.

However, we broadly classify the character aninmaggstems
into two main types;data-driven and dynamic-simulation
systems Data-driven systems use generated or pre-canned
motions.  Dynamic-simulation systems use physics-based
models to generate motions from forces and torques.

Data-driven methods produce animations based oiptscr
procedural data, or key-framed motion capture. Kiomg a
large data base of small animation clips to cowcstaverall
animations[6], [9], [10]. Combining motion capture data with
dynamic controller§l—3]

Physics-based methods have shown tremendous pibgsibi
Whereby, Faloutsog11] presented a “virtual stuntman” capable
of numerous actions (e.g., walking, running, r@)in Also,
Hogins [12], [13], simulated human athletic motions (e.g.,
running, gymnastics, bicycling). However, the colérs for
these various motions can require vast amount &f tugeaking.
On the other handireuille [8], developed an offline method of
training the controller values automatically fronotion-capture
data to achieve the desired end result. Furtherpaatditional
tools have been presented for making the custoioizadf
controllers easidr4], [15].

If we focus on human characters we can see thattheepast
decade there has been a great deal of work dorgemerating
realistic human motiori16]. Kinematic approaches calculate
joint angles with no dynamic consideratiojd7], [18].
Alternatively, numerous physics-based dynamic apgites
[15], [19-22] have been presented. Conversely, switching
between different methods to produce hybrid-charact
animation system is not a new id&8]. In the same way,
research has been focused on gestures generatibnas speech
synchronizing gestureg24] and broad-spectrum gestures
technique$25].

More specifically,Neff gave a method for adjusting the body
shape[26] or motion trajectories and timin@7] from acting
and choreographic theory.Rose [28] generated expressive
motions using data-driven methods by interpolaticigps.
Analysing motion-capture data to extract learnirngles of
behaviou29], [30].

The pioneering work byPerlin [31], [32] for scriptable
procedural system for generating synthetic motioaveg
exceptionally life-like characters. However, thgstem was
based on scripts, which needed to be accurategdttor precise
timing between body part movements to be physicallyect.

The early research presentedBadler[33—35]was some of the
first work on low-level controllers to perform vats actions
that were combined in parallel using a state mactand an
inverse kinematic body in combination with a highél control

interface and Al planning techniques.

Furthermore, the system byrhiebaux [36] implemented
‘SmartBody’ that blends selected control motions amxes in
procedurally generated actions. AlternativeBhapiro [14]
sequences of key-frames are combined using a dgnami
controller with python scripts. Adaptable, extésicharacter
animation systems that generate life-like syntheimtions are
still largely unused in the game industry.

Following this further, various solutions have been presente
that focus specifically on how to generate respansharacters,
such asKomura [37] who simulated reactive motions for
running and walking human figuresZordan [2] simulated
characters that respond automatically to impacts soothly
returned to tracking. Then in his later woj&, combined
existing human motion-capture data to produce asiphybased
responsive motion segments that respond to varyorge
disturbances (demonstrated using martial art test).b
FurthermoreShiratori[38] developed a controller that generates



responsive actions to keep a character balanceédng [39]
interactive character motions for falling with rietit responses
to unexpected forcesMcCann[40] blending between various
motion capture segments to produce responsive ciieara
motions. Arikan [41] presented a physics model to emulate
people being pushed around.

Emphasising some of the important research in robthat has
contributed to the development of responsive plsybased
characters was presented 8tepheng43] and Pratt [44] who
both presented full push recovery controllers; didition, there
was also the work bghih[42] who developed a dynamic biped
model for responding to small disturbances.

Nevertheless, to emphasise and recap the reseahith w
inspired the direction of our work and is most elgselated, is
the random coherent motion work from the papePbslin [32];
who presented initial results that demonstrate ecd realism
by adding random coherent motions to characterse Have
extended existing work, for a controller based upprmodified
pendulum model to generate postural informafsi. In final
consideration, we combined an inverse kinematiutsni to
unify our scheme and generate a complete skeletotiom
system.

3. DEVELOPMENT
3.1 System Overview

Our model is computationally fast, straightforwarti effortless
to implement. It uses a robust dynamic contraiteigenerate
physically realistic poses that can respond to ediptable force
disturbances. The controller also has the addedraage of
being easily controllable. We combine our simptsteooller
with an Inverse Kinematic (IK) model to generatkith human
character skeletal pose. The resulting life-likgles for our
character is then achieved by adding minor suppi¢ane
random actions to the IK model.

The model is composed of three main parts (as showigure
2.

Base
Controller

Random
\ Movement

Figure 2. Theinterconnection of the model components that
makeup our character system.

The controller generates key information using gspts-based
model that includes intelligent foot positioning dapostural
orientation.

In addition, the controller generates fundamentgrigint
motions (e.g., standing, walking) without relyingy darge
quantities of key-framed clips. Since the coné&ols physics-
based the generated motions are physically correct.

3.1.1 Base Controller

The controller mechanism is an enhanced invertatiydam
model based oKenwright[45]. It is computationally fast and
simple to implement and is ideal for real-time ratgive
applications such as games.

The low detailed controller was used to generatgchanotion
information for the inverse kinematic solver. Th@damental
motions for the uncomplicated controller are stagdiwalking
and running.

7 7 77 e 7

Figure 3. Controller connectsto an inver se kinematic solver
to givethe overall character skeleton solution.

The controller was sufficient for this paper to derstrate the
essential philosophy of our method. Although we miat
advance the controllers’ model here, we presentdireamic
controllers’ workings in detail to both provide lgcound for
discussion and to make it clear how the physictesysits and
interacts in our system design scheme.

Furthermorethe logic behind our controller model is based on
the similarity that the human muscle is mechanycalialogous
to a spring-damper systersubsequently, stiffness and damping
factors of the system can be estimated to closéfyiecrhow a
person’s limbs respond. This hypothesis is thedéumental
reasoning, whereby this simple base-model imitatelsaracter’s
legs and posture.

As shown inFigure 3 the controller model comprises of an
elongated rigid body that representing the humaty tpdus two
springs for the legs.

A detailed illustration of the key components fdretbase
controller is shown irFigure 4 Where the variables,, 4, and
ry represent the dynamic control parameters (e.ggoturol
step size, upper body stiffness and steering).

The brain of the controller is a state machine.is Tretermines
which foot needs to move and where to move itheocharacter
remains upright and balanced. For example, if thedels

Centre of Mass (CoM) starts to fall to one sidentthe inverted
pendulum model determines the location to placédbeto stop
the CoM moving in that direction. Furthermore, dnntrolling

how the CoM moves and where the feet are placednibdel is
able to achieve walking and running motions. Mowgiortantly,

since the model is dynamically updated, it can stdia handle
disturbances, such as pushes and changes in teeigint.



Body Mass: 75 kg
Body Length: 0.9m
Leg Length (I): 1.0r
Step Angle: ~16 deg
rH: 0.45m

rP: 0.18m

CoP  ks: 100000 Nm-1
kd: 100 Nm-1

Figure4. Base controller model.
The dynamic equations corresponding to the coetrathodel
(shown inFigure 4 are given below in Equatioi3.1)to (3.5).

_ (VPP —CoP) (3.1)
¢~ \vPP - CoP||

0 _ (VPP — CoM) (32
TRUNK ™|V PP — CoM]||

IIGRF|| = Figc - Ve (33)
GRF = ||GRF||.V, (3.4)
Thip = GRF X Vrryng (35

where GRG is the ground reaction force, CoP iscéwre of
pressure and CoM is the centre of mass. In esstrecessential

result is from Equationg3.5) that calculates the necessary body

torque to keep the characters body upright. Fooee detailed
explanation of how the model functions, semwright[45].

Additionally, the controller has a number of adweaygs. Firstly,
the complete dynamic state of the character isaboed together
with postural position, orientation and feet infation.
Secondly, the controller model significantly sinfigls the
dynamic calculations while providing essential rootidata.
Finally, the controller model does not have to woabout
individual limb joint angles or complex constraints

3.1.2 Character Inverse Kinematic Model
The low detail base controller generates infornmatfor the
desired feet positions and postural orientatiort thaused to
generate the pose for a high detailed characteemod

We combined the physics-based controller with awverise
kinematic solution to avoid the necessary problérhaving to
hand tune gains to achieve accurate simulatifi®, or
similarly needing to use example motion capturpsclio train
the gaing8g].

The high detailed character model has five end-gffiectors.

As shown inFigure 5 the body is represented by rigid body

segments connected using 14 links. The charaotes gis 30
degrees of freedom (DOF).

The feet's positions and body orientation are takemn the
controller and passed to the inverse kinematicesdly generate
the characters pose (as showifrigure 3.

On some occasions, the target end-effectors positiand
orientations cannot be achieved by the inverse nkatie
solution and would achieve a best guess approxamatiAs
shown in Figure 6, the target end-effectors are wbie the
current end-effectors are green.

The support foot that is holding the charactersgiveis used as
the base for the inverse kinematic solver. As showFigure 5
andFigure 6 the support foot is identified as the foot tteahot
drawn.

Joint DOF

Head
Shoulder
Elbow
Hand
Pelvis
Hip
Knee
Foot

Total

NPFPWWNRFE WW

w
o

Figure5. Character joint configuration.

The inverse kinematic system also enforces jamnitdi.

3.1.3 Random Movement

Random coherent motions are generated, such astheadg
and arms swaying which are applied to the moveanid-
effectors. The foot supporting the weight of thamcter cannot
be moved.

Random motions are added using coherent noiseidmsct The
original work based oRerlin [32] would directly affect the joint
angles, alternatively, we only apply the randomiomns to the
end-effectors. Similar using end-effectors to gatee gesture
motions[46][47][48].

The random coherent motions are added to the mbevesaial-
effectors (e.g., hands, head, pelvis, non-suppaot)f This
results in positional and orientation discrepandiesveen the
inverse kinematic body and the physics-based bodyese
discrepancies are fed back to the physics-basecklmodadd
postural corrections so that the character rentzfenced.

It is necessary for the motions to be coherent st the
character produces smooth natural looking animatiorThe
basic random motions that added the most lifedidak to our
character where: arms swaying, head looking arowam
random arm poses.

The rhythmic random movement parameters were gmteky
hand using a trial-and-error approach. Wherebye th



fundamental movements were determined by observing

miscellaneous people’'s actions and identifying tidpe
similarities that expressed what that person’s mooght be
(e.g., bored or tired).

Conversely, while a good set of rhythmic random ements
can produce highly realistic life-like charactehe topposite is
also possible. Whereby, a bad choice of randomcasgesult
in uncommon and bizarre looking gestures.

However, the inverse kinematic constraints prevkatrandom
motions from performing absurd actions, for exantple head
spinning all the way around.

3.1.4 Feedback

We added feedback from the inverse kinematic swiuto the
controller to make the results more visually plegsi The
feedback is proportional to the difference betwé®n current
inverse kinematics body’s location and the curmanitrollers’
body’'s location. The feedback adds a correctingefdo the
rigid body of the controller. This feedback wouddter the
physical accuracy of the model. However, with fesek the
resulting motions were more natural and life-like.We
approximate these corrective posture feedback $odmvn to
ankle torques. For example, as a person swaysands, their
ankles and feet generate corrective torque foroekeep that
person balancing and upright ($&gure 7.

3.2 Implementation

The character model pose was constructed from rikierse
kinematic solution. The IK model as shown in Fgbrhad five
end-end effectors (non-stance foot, pelvis, lefichaight-hand
and head). The end-effectors positions and otientafor the
non-support foot and pelvis were taken from thetrdier. In
addition, random motion gestures were applied &ofive end-
effectors.

We constructed our model in Microsoft's XNA platfor]49]

with C# and effortlessly ran at real-time frameegat System
information: Windows7 64-bit 16Gb Memory, Intel 2600
3.4Ghz CPU. Compiled and tested with Visual Stafit0.

3.3 Results

We would have the character stand then apply ranuotions
to look around and have the arms sway. We theended the
test by pushing the model around so that it swakesito push
forces and eventually took a corrective step.

Furthermore, we had the character walk around, lsameously
applying random actions such as looking up, mingaysng
from leaning left and right, and fluctuations frahe hands and
arms.

The key observation the results presented for atwr@mous
character either standing or walking was the feetih‘life’; as
if the character was aware of itself. Alternatiwyehs we
expected, without the simple random swaying, arnven@ents
and looking around the character appeared staticrabotic-
like.

Clearly, we believe, our results show that comlgrargenerated
controller's movement with simple coherent randafe-like
actions produces characters that faél/€'.

Figure § shows some screenshots of our character looking

around before being pushed and having to takeractore step.

34 Limitations

Our single controller implementation was only alol@enerate a
limited number of motions (e.g., upright standimglking and

running). However, it demonstrates the innermostciple for

generating more life-like characters using a pracaldphysics-
based model with random movement. Therefore, @&tisuch
as get-up, climbing, sitting would require addibrcontrollers
or mixing key-framed animations to extend the raper of

behaviors.

In addition, our model focused on human biped ations;
however, it is logical to assume that alternatieatmllers in
conjunction with coherent noise can make othertarea (e.g.,
animals, aliens) more life-like.

4, FURTHER WORK

We only worked on a single upright balancing bigedtroller.
However, by combining additional controllers, suah get-up,
climb, and fight would give a larger repertoire adtions and
would enable our model to be a viable solution generating
believable virtual characters.

Furthermore, since we only generated a fundameseal of
random coherent motions to mix-in with the basetmdier, an
extended list of actions would enable us to empghasore
moods and behaviours. For example, identifyingissinhilar
range of key random motions (e.g., nervous, angrg guilty
person might exhibit) to build up a much more dseecollection
of expressions for the scriptable library.

Moreover, the parameters for generating the randwootions
were fabricated by hand using a trial-and-error repagh.
Whereby, over a period of time, we would observe shbtle
rhythmic motions of real people to produce a keyofeandom
parameters that mimicked a person’s subconsciobgvimir
and added a life-like quality to our biped. Altatively, a more
systematic method of analysing, correlating, andraekng
recurring random rhythmic movements from motion toep
libraries or video data could be investigated amgleyed.

We believe our model presents a good starting péant
developing crowds of autonomous characters thabximique
life-like motions with the ability to respond to faneseen
circumstances.

5. CONCLUSIONS

In this paper, we have described a method for géiner real-
time life-like responsive motions for game charexte To

accomplish this goal, we combined a physics-basedraller

with random human-like gestures. Our approach ccdug

extended to generate numerous autonomous charaitiars

produce active non-repetitive animations. For our

implementation, we experimented with a single adldr that
generated a small set of actions (e.g., standiradkimg, and
running). The model responded well to disturbarsgsh as
pushes and pulls. Furthermore, motions for trangliround on
various terrains were more life-like and engagindew
combined with random gestures.

The controllers’ adaptive dynamic nature means that
character walks realistically on various terraiesy(, un-even
ground) while generating intelligent foot placensent

The model produces pleasing motions that contaith bo
physically accurate results and human-like feature3he
controller enables the feet to be placed smartly. (¢he feet do



not slide but are moved realistically as a reakperwould).
The algorithm is relatively straightforward and qartationally
efficient that makes it practical for time-criticeystems such as
games.

More and more simulated game characters are goaygriol
‘rag-doll’ like physics-based models that are camedi with
repetitive animations to more smart thinking saos. These
smarter solutions ask the question — ‘how would esis@n
respond to it in the real world?’ — ‘how can we dabe that
movement in an algorithm?’ Moving towards thesmarger
more novel solutions, like the one we present is [aper, will
result in a new generation of immersive games witire life-
like characters.
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7. APPENDIX



Figure6. Thisfigureshowsan illustration of our real-time character standing and looking befor e being pushed.
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Figure7. Our system and thevariousinterconnecting parts.



